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Heterogeneity A==

= Systems heterogeneity

= Statistical heterogeneity



Systems heterogeneity e )

= Asynchronous communication
= Active sampling

* Fault tolerance
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Systems heterogeneity A=zl

= Asynchronous communication

= Synchronous schemes are simple and guarantee a serial-equivalent computational model, but

they are also more susceptible to stragglers in the face of device variability.
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Systems heterogeneity A=zl

= Asynchronous communication

= Asynchronous schemes are an attractive approach to mitigate stragglers in heterogeneous

environments.
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Systems heterogeneity A=zl

= Active sampling

= Actively selecting participating devices at each round.
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Systems heterogeneity A=zl

* Fault tolerance

= Fault tolerance has been extensively studied in the systems community and is a fundamental

consideration of classical distributed systems.
=  When learning over remote devices, however, fault tolerance becomes more critical.

= One practical strategy Is to simply ignore such device failure, which may introduce bias into the

device sampling scheme if the failed devices have specific data characteristics.
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Systems heterogeneity A=zl

* Fault tolerance

= Coded computation is another option to tolerate device failures by introducing algorithmic

redundancy.




Statistical heterogeneity e )

= Qvercome the non-IID issue

= Utilize the non-1ID feature
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Statistical heterogeneity A==

= Overcome the non-IID issue O
= Although the data is not independent and Check-in
Identically distributed among all the clients, Initialize
' i - : {w® |k e [N]}
we can relieve this issue by client selection. 2
= C(lient selection can be formulated as a v
deep reinforcement learning problem in
federated learning. v
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Statistical heterogeneity A==

= Qvercome the non-IID issue

= Devices with higher loss are given higher relative weight to encourage less variance in the final

accuracy distribution.
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Statistical heterogeneity A==

= Utilize the non-IID feature
= Non-IID data is not just an issue for federated learning, but also a natural feature in this setting.

= Personalized federated learning is welcomed.
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Statistical heterogeneity A==

= Utilize the non-IID feature

FedAMP allows each client to own a local personalized model, it maintains a personalized cloud model on

the cloud server for each client.

FedAMP realizes the attentive message passing mechanism by attentively passing the personalized model

of each client as a message to the personalized cloud models with similar model parameters.

FedAMP updates the personalized cloud model of each client by a weighted convex combination of all

the messages it receives.
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Statistical heterogeneity A==

= Utilize the non-IID feature

= The base layers are shared with the parameter server while the personalization layers are kept

private by each device.
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Industrial Study P

= Gboard

= Recommender system
= Blockchain

= Autonomous driving
= Health

= |OT

= UAV
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Industrial Study P

= (Gboard

= (Google’s first implementation of federated learning.

= Triggering model is trained federated to tune the results of the pre-trained baseline model for

better performance.
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Industrial Study P

= Recommender system
=  The news model aims to learn news representations to model news content.
= The user model is used to learn user representations to model their personal interest.

= LDP denotes the local differential privacy
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Industrial Study

= Blockchain
Initial Global Model
&=
Bob =6
Testing Dataset

=

Central Aggregator

Task publisher creates a new contract.
Here is an example:

Criteria: The classification accuracy of MNIST dataset >4
Federated Learning Task: Classification, prediction, ete.

Model: The initial global model (e.g, AlexNet)
Data: Testing dataset
Reward: 200 ETH tokens

New Global Model a

5G Application Scenarios
loV

Q-g IoT

| Contract is published to the Ethereum blockchain. I

Model Updates

Ethereum
Blockchain

The devices download
the global model and
conduct local model
training locally.

Wearable

If the model fulfills the criteria
of the contract, the model is
sent to the task publisher and
the payment is paid to the well-
behaved participants.

The model updates are submitted and
run on the Ethereum Blockchain using
the testing data from the contract.
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Industrial Study

= Autonomous driving
= The FTRL framework for collision avoidance RL tasks of autonomous driving cars
= Global model is asynchronously updated by different RL agents.

= Transfer knowledge from virtual world (Airsim platform) to real world

~_ Transfer
= model

car agent 2 car agent 3
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Industrial Study

= Health

* The workflow
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Industrial Study

= Health

= Security is the most significant consideration.
= Secure multi-party computation.

= Differential privacy.

a Secure multi-party computation b Differential privacy
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Industrial Study P

= 10T

= Personalized federated learning framework for intelligent 10T applications.
= Supports flexible selection of personalized federated learning approaches.
Global model is learned - - 3 Offloading stage

by aggregating and
averaging local models .___‘" Learning stage

——» Personalization stage
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Industrial Study P

= UAV (Unmanned aerial vehicle)

= Due to the high mobility of UAVs and their limited energy and stringent energy limitations, the analysis in
previous federated learning work cannot be directly applied for UAV swarms.

= Use a sample average approximation approach from stochastic programming along with a dual method from

convex optimization.

Global FL model

. =
. &
& @
. @

(X1 R ]
(XL N

seew
eee e

Leader




Simulation platform e

= We introduce the platform from
Environments
Datasets
= Algorithms
How to start simulating
Practical setting

Easy to extend



Simulation platform e

= Environments
= Download conda from and install it.
= Install all the requested python packages according to env.ym/

= Cudatoolkit will be installed by the last step, which means CUDA is ready.
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Simulation platform e

= Datasets

CV datasets: MNIST, Cifar10, Cifar100, Fashion-MNIST

NLP datasets: AG_News, Sogou_News

In Non-I1ID setting, there are three situations exist. The first one is the extreme Non-IID setting,

the second one is real-world Non-I1ID setting and the third one is feature skew Non-IID.

In the pathological Non-1ID setting, for example, the data on each client only contains the
specific number of labels (maybe only two labels), though the data on all clients contains 10

labels such as MNIST dataset.
In the real-world Non-IID setting, the number of labels for each client is randomly chosen.

In the feature skew Non-IID, specific Gaussian noise is added to each clients according to their

IDs.



Simulation platform

= Algorithms

* FedAvg —
2017

e Per-FadAvg —
NeurlPS 2020

* pFedMe —

* FedProx —

* FedFomo —

« MOCHA —

* FedPlayer —

* FedAMP & HeurFedAMP —

NIPS 2017

AISTATS
NeurlPS 2020
ICLR 2020
ICLR 2021
AAAI 2021
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Simulation platform e

= How to start simulating
* Build dataset: Datasets

= Train and evaluate the model:

Or you can uncomment the lines you need in and run:

= Plot the result test accuracy and training loss curves and save to figures:

= Then check the figures in

Note: All the hyper-parameters have been tuned for all the algorithms, which are recorded

in
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Simulation platform e

= Practical setting

= |If you need to simulate FL in a practical setting, which include client dropout, slow trainers, slow

senders and network TTL, you can set the following parameters to realize it.
= Train and evaluate the model:

. The dropout rate for total clients. The selected clients will randomly drop at each

training round.

. and -ssr: The rates for slow trainers and slow senders among all clients. Once a client
was selected as "slow trainers”, for example, it will always train slower than original one. So

does "slow senders".

- The threshold for network TTL (ms).
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Simulation platform P

= Easy to extend

= To add a new dataset into this platform, all you need to do is writing the download code and

using the utils the same as (you can also consider it as the template).

= To add a new algorithm, you can utilize the class server and class client, which are wrote

In and , respectively.

= To add a new model, just add it into

= |f you have your own optimizer while training, please add it

Into



Industrial platform (FATE) e A

=

= We introduce the platform from , which is the first published
iIndustrial platform that supports standalone-deploy and cluster-deploy using docker or
Kubernetes.
= Technical architecture overview
= Core function

* Online inference service
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Industrial platform (FATE) e A

= Technical architecture overview

FATE-Flow | FATE-Board FATE-Serving Platform Suite
Federated Modeling Visualization Processing-app Factory

Federated Modeling DAG DSL Parser ' ec e

ederated Modeling SL Parser Online Federated Inference Monitor 2 Alarm

Federated Workflow Lifecycle Manager Online Federated Model

Manager
Federated Task Scheduler - Log Manager

Dynamic Loaders for model
Federated Mode! Version Manager and processing-app

FATE FederatedML: Federated Machine Learning

Federated Network:
Cross-Site Networking

EggRoli: Distributed Computing & Storage

Device

Data Access Data Adapter

HIVE MySQL Amazon S3 CSV

CPU Clusters GPU Clusters

Level DB HBASE HDFS Andried / 10§
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Industrial platform (FATE) e A

= Core function

FATE-Serving

FATE-Flow | FATE-Board

FATE FederatedML

EggRoll

Federated Network

Federated Online model service

Federated modeling pipeline and visualization

Federated learning algorithm functional components

Distributed computing and storage abstractions

Cross-site network communication abstraction
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= Core function

= FATE-Board

JOB DASHBOARD JOB VISUALISATION

Dataset Job ‘ Job Summary ‘ —D
inia Graph S l Model Visualization
—— ‘ Components ‘ e ——

. Parameters ‘ Data Preview :
Job Status Log el T ——
[ E— ‘ Job Graph ‘ lw,

JOB MANAGEMENT

Overview | Role Management
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Industrial platform (FATE)

= Core function

* FederatedML

. Secure Secure Federated Secure Secure
ML Operator Foddited Activation Regulation Loss Optimizer Gradient Hessian
Aggregator
Product
Homomorphic ; 2 L
L

Eggroll &

Federation Map MapPartitions | MapValues Reduce
API
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Industrial platform (FATE) e A

= Core function

= EggRoall

eesenErr I ST T Data Ultilities
| Computing API ‘ | Storage API |

Execution Optimizer

Roll
: Task Manager
Resource

Manager ‘ Scheduler H Monitor ‘

Computing | ‘— | o
Aggregator ] .m_‘ Meta Service

Egg

Node Manager Computing Engine Storage Engine
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= Core function

* Federated Network

Federation API

Federation Service

Security

Meta
Service

FATE-Exchange
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Industrial platform (FATE)

= Core function

* Federated Network

Meta Service

Other Parties
or
FATE Exchange
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Industrial platform (FATE) e A

= Online inference service

Inference & Management AP
Dynamic Loaders

Online Model Manager

Mode ‘ Mode! | Multi-party
‘Selection | | Poaol _ Model Binding

Inference Service

EBatch Federatad

Online ‘ Online Federated
Request

FederatedML | Pipeline

GRPC ‘

Multi-Level Cache
Snapshot

In-process Distributed | | Warming-up
| | Manager

cache cache Schedule
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Industrial platform (FATE) e A

= Online inference service

Inference processing
Pipeline
FederatedML

Online
FederatedML
Online
FederatedML

Inference

Pipeline
Online
Fedenjaj:edML

Online
FederatedML

Online
FederatedML
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